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Abstract

De Haan and Pereira [1] provided models for spatial extremes in the case of stationarity, which depend on just one parameter $\beta > 0$ measuring tail dependence, and they proposed different estimators for this parameter. This framework was supplemented in [2] by establishing local asymptotic normality (LAN) of a corresponding point process of exceedances above a high multivariate threshold, yielding in particular asymptotic efficient estimators.

The estimators investigated in these papers are based on a finite set of points $t_1, \ldots, t_d$, at which observations are taken. We generalize this approach in the context of functional extreme value theory (EVT). Contrary to multivariate EVT, functional EVT does not investigate finite dimensional random variables but stochastic processes. Actually it turns out that, in a proper setup, multivariate results can easily be deduced from the functional case.

The more general framework of functional EVT allows estimation over some spatial parameter space, i.e., the finite set of points $t_1, \ldots, t_d$ is replaced by $t \in [a, b]$. In particular, we derive efficient estimators of $\beta$ based on those processes in a sample of iid processes in $C[0, 1]$ which exceed a given threshold function.
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Abstract

There is no natural ordering of a multidimensional space and the extension of the definition of univariate quantiles to multivariate distributions is, therefore, not straightforward. We use a definition based on the ordering of a multivariate sample according to an increasing family of curves, we have called isobars. For a given level $u$, an u-level isobar is defined as a level curve of the conditional distribution function of the radius given the angle (that is, as a conditional quantile), the sample points being defined by their polar coordinates. In this way, the maximum value of the sample is defined as the point which belongs to the upper level isobar and it is really a sample point. Moreover, the so-defined order statistics may be characterized by an unidimensional approach ([1], [2]). For the applications the distribution function is, in general, unknown and we have to estimate the isobars.

For an unknown distribution and for a given level, here we investigate the behaviour of an histogram-type estimator of this conditional quantile based on a partition of the unit circle. Under additional regularity and mild Lipschitz conditions on the underlying distribution, we establish the uniform asymptotic normality and the uniform almost sure consistency of this estimator.
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Abstract

An optimal alarm policy for detecting catastrophes in spatio-temporal settings plays a central role in the analysis of the occurrence and impact of future rare events. The key research objective is to develop optimal alarm systems based on excursions of an alarm field to predict whether another field will enter a catastrophic situation at a later time.

In this work an optimal alarm system in space over time is introduced and studied in detail. To this extend, we generalize the results obtained by [1] and ([2], [3]) for stationary stochastic processes evolving in continuous time to the present setting. Specifically, we say that a catastrophe is considered to commence at some time if the random field exceeds the location specific level in some spatial neighborhood of the location whatever the situation at the other locations of interest, i.e., catastrophes that start outside the region and work into it are ignored. In this framework we will consider the case that the locations of possible catastrophes are discrete, lie along a smooth bounded one dimensional curve through a two-dimensional space (think of locations along the coastline) and the case the locations lie in an bounded connected region in a two dimensional space.

This latter, is qualitatively more difficult than the setting covered previously as it involves conditioning on a fixed level upcrossing in time for the first time in a spatial region; i.e. it involves conditioning on the occurrence of a point at which the random field has a level upcrossing in time and a local maximum in space. We can do this relatively easy for stationary (both in space and time) Gaussian random fields but it is moderately straightforward for Gaussian random fields stationary in time but non-stationary in space. Obviously, the choice of the alarm would reflect information which gives a higher probability of a catastrophe and should be chosen according to some optimality criteria. The celebrated Rice formula will be used to obtain Palm distributions and the probabilities of interest will be calculated by obtaining Slepian model representations of the alarm and catastrophe random fields, both by conditioning on the event that a catastrophe commences at a specific time or that an alarm commences at a specific time.

A natural extension of the above setting is for the case the underlying field is no longer Gaussian but is substituted by a Laplace field. In this case, we need to develop Palm distributions and Slepian model representations for Laplace fields.
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Light-Tail Estimation: a Negative Moment EVI-estimator and an Application to Environmental Data
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Abstract

Whenever interested in extreme large events, the most common models in statistics of extremes are semi-parametric or even non-parametric in nature, with the imposition of a few “regularity conditions” in the right-tail, \( F(x) := 1 - F(x) \), as \( x \to +\infty \), of an unknown model \( F \) underlying the available data. The primordial parameter is the extreme value index (EVI). For large values, the EVI is the shape parameter \( \gamma \) in the distribution function (d.f.) \( EV\gamma(x) = \exp\left(-\left(1 + \gamma x\right)^{-1}\right) \), \( 1 + \gamma x > 0 \), the (unified) extreme value (EV) distribution. The EVI needs to be estimated in a precise way, because such an estimation is one of the basis for the estimation of other parameters of extreme and large events, like a high quantile of probability \( 1 - p \), with \( p \) small, the right endpoint of the model \( F \) underlying the data, \( x^F := \sup\{x : F(x) < 1\} \), whenever finite, and the return period of a high level, among others.

For the EVI-estimation, we first refer one estimator, valid for all \( \gamma \in \mathbb{R} \), the moment (M) estimator (Dekkers et al., 1989), with the functional form \( \hat{\gamma}^M_{k,n} := M^{(1)}_{k,n} + \frac{1}{2} \left\{ 1 - \left( M^{(2)}_{k,n}/[M^{(1)}_{k,n}]^2 - 1 \right)^{-1} \right\} \), with \( M^{(1)}_{k,n} := \sum_{i=1}^{k} \left\{ \ln X_{n-i+1:n} - \ln X_{n-k:n} \right\}/k \), \( j \geq 1 \). Note that the statistic \( M^{(1)}_{k,n} \), is the well-known Hill estimator (Hill, 1975), often denoted \( \hat{\gamma}^H_{k,n} \equiv M^{(1)}_{k,n} := \sum_{i=1}^{k} \left\{ \ln X_{n-i+1:n} - \ln X_{n-k:n} \right\}/k \), the average of the log-excesses and valid only for \( \gamma \geq 0 \). We can thus write the moment estimator as

\[
\hat{\gamma}^M_{k,n} = \hat{\gamma}^H_{k,n} + \hat{\gamma}^{NM}_{k,n} := \frac{1}{2} \left\{ 1 - \left( M^{(2)}_{k,n}/[M^{(1)}_{k,n}]^2 - 1 \right)^{-1} \right\},
\]

(1)
with \( NM \) standing for negative moment estimator. Indeed, whereas the \( H \)-estimator, \( \hat{\gamma}^{H}_{k,n} \), is consistent for the estimation of \( \gamma_{+} := \max(0, \gamma) \), the NM-estimator, in (1), is consistent for the estimation of \( \hat{\gamma}_{-} := \min(0, \gamma) \), provided that \( k = k_{n} \) is an intermediate sequence, i.e., a sequence of integers such that \( k = k_{n} \to \infty \) and \( k_{n} = o(n) \), as \( n \to \infty \). Under these same conditions, the M-estimator is consistent for the estimation of any real \( \gamma \), which can be written as \( \hat{\gamma}_{-} = \gamma_{+} + \gamma_{-} \). Most of the classical EVI-estimators have usually a high variance for small \( k \) and a high bias when \( k \) is large. This problem affects both the moment and the Hill estimator, and leads to a difficult choice of the “optimal” \( k \), in the sense of the value \( k \) that minimizes the asymptotic mean squared error (MSE).

On the basis of a comment in Fraga Alves (1998), where it is noticed that when \( \gamma < 0 \), \( \hat{\gamma}^{NM}_{k,n} \) and \( \hat{\gamma}^{M}_{k,n} \) have the same asymptotic variance, Caeiro and Gomes (2010) were led to the introduction of a semi-parametric class of consistent estimators for \( \gamma < 0 \), which generalizes both the M and the NM-estimators. Such a class, denoted \( \text{NM}(\theta) \), is given by

\[
\hat{\gamma}^{NM(\theta)}_{k,n} := \hat{\gamma}^{NM}_{k,n} + \theta M_{k,n}^{(1)}, \quad \theta \in \mathbb{R}.
\]

Apart from the usual integer parameter \( k \), related with the number of top order statistics involved in the estimation, these estimators depend on an extra real parameter \( \theta \), which makes them highly flexible and possibly second-order unbiased for a large variety of models in \( D_{M}(EV_{\gamma})_{\gamma < 0} \). In this paper, we are interested not only on the adaptive choice of the \( \text{tuning} \) parameters \( k \) and \( \theta \), but also on an application of these semi-parametric estimators to the analysis of sets of environmental and simulated data. Note that we get the negative moment estimator in (1) for \( \theta = 0 \) and the moment estimator, for \( \theta = 1 \). With the appropriate choice of \( \theta \), \( \hat{\gamma}^{NM(\theta)}_{k,n} \) enables us to have access to an estimator of a negative EVI with a smaller asymptotic bias and the same asymptotic variance as the M-estimator. We shall further provide an \( \text{Algorithm} \) for the adaptive choice of the \( \text{tuning} \) parameters under play in the semi-parametric estimation of the EVI through such an estimator. Finally, we apply the \( \text{Algorithm} \) to the analysis of a set of environmental data, the daily average wind speeds in knots (one nautical mile per hour), collected in Dublin airport, in the period 1961-1978, as well as to a set of simulated data. Due to the seasonality of wind data, we restrict ourselves to the Spring and Summer months, and analyze the whole data-set, merely as a curiosity.

References
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Abstract

The major difficulty in applying extreme value statistics is to produce accurate estimates of the extreme value index. Most of existing estimators of the extreme value index exhibit convenient statistical properties such as the asymptotic normality under a speed of convergence \( k^{-1/2} \), with \( k \) denoting the number of high order statistics used in estimation. Although a higher choice of \( k \) is desired for better estimation accuracy, it may leads to a higher asymptotic bias. Thus, employing a bias correction procedure allows a higher choice of \( k \). Bias correction for estimators of the extreme value index has been studied extensively in literature, however, either for positive (see, e.g. [4]) or negative (see, e.g [5]) extreme value index. In other words, prior knowledge on the sign of the extreme value index is required to perform existing bias correction procedures.

In meteorology and environmental science, empirical literature has documented that most random variables exhibit extreme value indices around zero (see, e.g. [2]). The probability weighted moment (PWM) estimator proposed by [3] is popular in such a situation (see, e.g. [1]). In this paper, we provide a bias correction procedure for the PWM estimator by estimating the asymptotic bias and subsequently subtracting the bias from the original estimator. We also produce a bias corrected quantile estimator connected to the PWM estimator, when the extreme value index is around zero. Lastly, we provide a bias corrected estimator of the endpoint of a distribution when the extreme value index is negative.

The main advantage of the bias corrected estimators explored in this paper is that one gets more flexibility in choosing the number of high order statistics used in estimation. Compared to the original estimators without bias correction, with choosing a higher choice of \( k \) in the bias corrected estimators, the mean squared errors are subsequently of a lower order. This advantage becomes apparent in simulations and an environmental application.
Nonparametric estimation for multivariate extremes
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Abstract

The Ramos–Ledford spectral model [2] has received considerable attention as an elegant tool for modelling multivariate extremes. A major advantage over existing models is its ability to unify in a single framework the cases of asymptotic dependence and asymptotic independence. Despite its attractive features, for purposes of estimation only a parametric asymmetric logistic model is available, thus restricting the range of its applications. In this paper we propose nonparametric estimation and inference procedures for the Ramos–Ledford spectral model by empirical likelihood techniques [1].
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Abstract

The growth rate of the partial maximum of a stationary stable process was first studied in the works of [4, 5], where it was established, based on the seminal works of [1, 2], that the growth rate is connected to the ergodic theoretic properties of the flow that generates the process. The results were generalized to the case of stable random fields indexed by \( \mathbb{Z}^d \) in [3], where properties of the group of nonsingular transformations generating the stable process were studied as an attempt to understand the growth rate of the partial maximum process. This work generalizes this connection between stable random fields and group theory to the continuous parameter case, that is, to the fields indexed by \( \mathbb{R}^d \).
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Abstract

Using a chain of urns, we build a Bayesian nonparametric alarm system to predict catastrophic events. In observing a given phenomenon, it is often important to predict if the variable or quantity of interest will or will not reach a predetermined critical level sometime in the near future. This type of analysis becomes fundamental when the studied phenomenon may have a strong impact on human life, as in the case of floods, tides, epidemics or large power outages. In these rare and extreme situations, the critical level frequently corresponds to some sort of catastrophe, and the possibility of giving an alarm in due time is invaluable.

An alarm system is hence a tool that predicts the occurrence of a catastrophic event at a specified time in the future on the basis of the available information. To be more exact, an alarm systems is meant to activate when the probability of a catastrophe in a given time horizon overcomes a certain threshold of tolerance. In the literature (e.g. [1]), an alarm system is said optimal when, for a set of available data, it possesses the highest probability of correct alarm. This means that when the alarm is given, the probability that the catastrophic event actually manifest itself is the highest among all possible systems.

A naive alarm system is represented by the predictor \( \hat{X}_{t+h} = E[X_{t+h}|X_{t}, \infty < s \leq t, h > 0] \), where an alarm is cast every time the predictor exceeds some risk level. Naturally this system is not optimal at all, because it does not show good performances in detecting exceedances, in correctly locating them in time and in reducing the number of false alarms.

Differently from other alarm systems in the literature, we propose a model that is constantly updated on the basis of the available information, according to the Bayesian paradigm. Thus one of our main assumptions is that catastrophic events over time may be assumed to be exchangeable in the sense of de Finetti, i.e. their joint distribution is immune to permutations.

Our idea is to use a special urn process that can only assume a finite number of values over time but that, thanks to Polya-like reinforcement mechanism, is able to learn from the past. Every value must be seen as a level of risk, on a scale that goes from 0, no risk, to \( L \), catastrophe. We will assume time to be discrete, in order to have an intuitive description of the model. Nevertheless, we also show that it is possible to extend our alarm system to continuous time.

The use of a finite-valued process may seem reductive in many cases where the observed phenomenon assumes a continuous range of values. In reality, if \( \{X_n\} \) is our process, it can be seen as the “simplified” (or discretized) version of another underlying process \( \{Y_n\} \), characterized by a (much) larger space of states.

The construction we propose is a generalization of the model presented in [2], which belongs to the wider class of reinforced urn processes (RUP). RUP have been introduced in [3] as reinforced random walks on a state space of urns.

In the papers we discuss some interesting probabilistic properties of our model, showing how they can be used to predict catastrophic events. The construction we propose is rather flexible and it can be applied to very different problems.

In the last part of the work, we test our alarm system on a couple of interesting time series related to catastrophic events.
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Abstract

We address extreme theory for bounded ergodic diffusion with inaccessible boundary and non zero drift at the boundary.

We show that in this case the square volatility is linear at the boundary and it depends only of the shape coefficient of extremes if it exists a limit GEV theorem. We then give a detailed study of the copula of the skeleton imbedded Markov chain observes at equispaced times \( k \Delta \). This kind of copula has very specific properties. The basic tool is a representation of the transition density given by [1].This is a way to study different problems for the dependence on \( \Delta \) of the extremes and on the link continuous / discrete time for this theory. The method can be applied to every ergodic stationary diffusion on \( R \) with of course more complicated behaviors of extremes.

We apply these results to temperature data. These results are used also to get important improvement for models of simulation of temperatures. Here the main tool are FARCH (functional autoregressive process with functional variance coefficient) approximations of the previous skeleton, FARCH processes being studied as misspecified ones. These processes are also geometrically ergodic, we give a proof using the approximated renewal atom technic.
A methodology for hyperbolic graph efficiency assessment via extremes
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Abstract
We consider a sample of independent businesses in a sector of production activity where a vector of inputs $X$ is used to produce multiple outputs $Y$. An important question is: what are the most efficient businesses that might be useful to emulate? Using ideas from extreme value theory in conjunction with the concept of hyperbolic graph efficiency measure, we have been able to come up with a reasonable answer. From a statistical viewpoint, the set of all possible producers may be viewed as the joint support of the population of businesses $(X,Y)$. The identification of the top sample observations lying near its optimal boundary is clearly a problem belonging to statistical modeling of extremes.

The hyperbolic distance function measures the potential input decrease and output increase along a hyperbolic path to achieve the efficient support boundary. Its free disposal hull estimator and two alternative extreme-value based estimators are discussed. Practical guidelines to effect the necessary computations of these estimators are described and generated data sets illustrate how they work out in practice. The Dekkers-Einmahl-de Haan [1] type of estimator appears to give frank improvement in fit to data and performs better than the free disposal hull estimator [2] in terms of both bias and mean-squared error even in presence of outliers. A case study is provided on frontier and efficiency analysis of the delivery activity of French postal services.
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Abstract
Exploratory plotting tools are widely used to diagnose the goodness-of-fit of data sets to a hypothesized distribution. Some of them have found extensive use in diverse areas of finance, telecommunication, environmental science, etc. in order to detect sub-exponential or heavy-tailed behavior in observed data. Here we look at two such methodologies: the Quantile-Quantile plots for heavy-tails and the Mean Excess plots. Under the assumption of heavy-tailed behavior of the underlying sample the convergence in probability of these plots to a fixed set in a suitable topology of closed sets of $\mathbb{R}^2$ has been studied in [1] and [2]. These results give theoretical justifications for using the plots to test the null hypothesis that the underlying distribution is heavy-tailed by checking if the observed plot is “close” to the limit under the null hypothesis. In practice though one set of observations would lead to only one plot of each kind. This is often not good enough to verify proximity of the plot to the fixed set of interest under the null hypothesis of heavy-tails. Here we provide weak limits for these two plots when the underlying distribution of the sample is heavy-tailed and as an application we are able to construct confidence bounds around the plots which enables us to check whether the underlying distribution is heavy-tailed or not.
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Abstract

An important parameter in extreme value theory is the extreme value index $\gamma$. It controls the first order behavior of the distribution tail. In the literature, numerous estimators of this parameter have been proposed especially in the case of heavy tailed distributions (which is the situation considered here). The most known estimator was proposed by [4]. It depends on the $k$ largest observations of the underlying sample. The bias of the tail index estimator is controlled by the second order parameter $\rho$. In order to reduce the bias of $\gamma$’s estimators or to select the best number $k$ of observations to use, the knowledge of $\rho$ is essential. Some estimators of $\rho$ can be found in the literature, see for example [1, 2, 3]. We propose a semiparametric family of estimators for $\rho$ that encompasses the three previously mentioned estimators. The asymptotic normality of these estimators is then proved in an unified way. New estimators of $\rho$ are also introduced.
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Abstract

In the contribution we deal with estimation of extremal properties of heavy-tailed linear models. We use quantile sensitive linear regression estimators such as regression quantiles. The idea is to plug their residuals or intercepts into the robust tail index estimators proposed in [1]. Derived estimators of extreme value index are consistent and asymptotically normal which can be proven using the theory of smooth functionals of tail quantile function [2] and an improved version of the law of iterated logarithm for regression quantiles similar to the one derived in [3]. We show that described location and scale invariant estimators work for simulated datasets with a reasonable reliability. A practical adaptation of the method is also demonstrated on Condroz dataset of calcium levels in Belgium Condroz region.
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Abstract

The complexity of the serial dependence between extreme values of a time series cannot be captured by a single number like the extremal index. Recently Davis and Mikosch [1] introduced the extremogram which is given by the limiting conditional probability that an observation lagged by a given number of time points belongs to some extreme set $tB$ given the present observation belongs to another set $tA$ as $t \to \infty$. They examined the asymptotics of an empirical version of the extremogram for fixed sets $A$ and $B$, but the joint behavior of these estimators over an infinite family of sets is needed to get a full picture of the extremal serial dependence.
In the talk we will present the asymptotics of a process of empirical extremograms indexed by sets. As the limiting Gaussian process usually has a quite complex covariance structure, we indicate how to use a multiplier bootstrap to construct uniform confidence bands. The main technical tools are limit theorems for a general class of empirical cluster functionals established by Drees and Rootzén [2] and a recent result which proves consistency of bootstrap versions of these processes.
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Abstract
Mountain communities are exposed to snow avalanche risk in winter. Hence, evaluating extreme avalanches is a crucial question for hazard zoning and the design of defense structures, i.e. long term forecasting. Different damageable quantities (traveled distance, impact pressure, flow depth, deposit volumes) have to be considered, but multivariate extreme value theory is for now not used in this field. Even the use of univariate EVT remains difficult because the most critical variable, the traveled distance, strongly depends on topography [1]. The recently developed alternative is the combination of a mechanical model for flow propagation with a stochastic model describing the variability of the different inputs/outputs, leading to a multivariate Peak Over Threshold (POT) model where the correlation between the different magnitude variables is constrained by physical rules [2]. Crucial technical problems are model identifiability and finding a reasonable compromise between precision of the description of the flow and computation times. These points can be addressed with a depth-averaged set of equation describing the propagation of snow avalanches within a hierarchical Bayesian framework [3]. First, the joint posterior distribution of model unknowns is estimated using a sequential Metropolis-Hastings algorithm. Second, the point estimates are used to predict the joint distribution of different variables of interest for hazard mapping. With regards to a purely statistical approach, this has the advantage of introducing reliable physics into the modeling. On the other hand, consistency with EVT in terms of attraction domain and asymptotic dependence of the different variables is not granted and remains an open space for further research. The different steps of the method are illustrated and discussed with real case studies from the French Alps.
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Abstract
Brown and Resnick [1] introduced a max-stable process that is obtained as a limit of maxima of independent Ornstein-Uhlenbeck processes. This so-called Brown-Resnick process and its generalizations are in fact essentially the only limits which arise as maxima of independent Gaussian processes [5]. Another representation of the Brown-Resnick process is given by the maximum of Brownian motions \((B_t)_{t \in \mathbb{R}}\) drifting to negative infinity for \(t \to \pm \infty\). Stoev [4] showed that substituting the Brownian motions in this construction for suitable Lévy processes still yields a stationary, max-stable process. This results, however, only holds for one-sided processes on the positive axis.

To obtain a two-sided stationary process we cannot simply reflect the Lévy process at the \(y\)-axis as in the Brownian case. In fact, we show that a certain transformation of the Lévy process is necessary to ensure stationarity on the whole real line.
Moreover, we analyze properties of these processes and show that they have a mixed moving maxima representation under certain conditions. For the special case when the Lévy process is a Brownian motion, i.e. the original Brown-Resnick process, we explicitly derive the distribution of the processes used in its mixed moving maxima representation. It turns out that it equals the distribution of the Brownian motion conditioned to stay negative. This fact naturally entails a fast and efficient simulation method of the Brown-Resnick process [2]. Furthermore, we replace the Lévy-process by a d-dimensional Lévy-Mori field [3] and obtain a new class of max-stable, stationary random fields in d dimensions.
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Abstract

We investigate the sojourn time above a high threshold of a continuous stochastic process \( Y = (Y_t)_{t \in [0,1]} \) on \([0,1]\) with continuous identical marginals. It turns out that the limit, as the threshold increases, of the expected sojourn time given that it is positive, exists if the copula process corresponding to \( Y \) is in the functional domain of attraction of an extreme value process \( \eta \) as defined in [1]. This limit coincides with the limit of the fragility index \( ([2]) \) corresponding to \( (Y_{i/n})_{1 \leq i \leq n} \) as \( n \) and the threshold increase. It turns out that this limit is the reciprocal of the mass of the (finite) spectral measure corresponding to \( \eta \) ([3]) or, equivalently, of the functional \( D \)-norm of the constant function one ([1]).

If the process is in a certain neighborhood of a generalized Pareto process, then we can replace the constant threshold by a general threshold function and we can compute the asymptotic sojourn time distribution. An extreme value process is a prominent example.
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Poisson process approximation for point processes of exceedances using Stein’s method
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Abstract

A fundamental result of extreme value theory is that a point process of exceedances can be shown to asymptotically behave like a Poisson process. Stein’s method for point process approximation, developed by Barbour and Brown in [1], additionally provides bounds on the errors involved in approximating a point process by a Poisson process with the same mean measure. These bounds depend on the sample size \( n \) and thus give a more precise idea on the accuracy of the approximation for finite sample sizes.

With a generalization to higher dimensions in mind, we study the behaviour of the point process of occurrences of iid bivariate random variables in sets in which they can be considered extreme. We aim to use Stein’s method to approximate by a Poisson process with an intensity measure that reflects the copula structure of the distribution of the random variables.
We show this on the example of a point process of simultaneous exceedances over some thresholds of both components of iid bivariate geometric random pairs whose survival copula belongs to the Marshall-Olkin family of copulas.

More precisely, we first determine the accuracy in total variation of the approximation by a Poisson process having the same intensity as the original point process, defined on the lattice $\mathbb{Z}^2_+$. For more flexibility, we would prefer a Poisson process with a continuous intensity defined on $\mathbb{R}^2_+$. To approximate further by such a process, the total variation metric proves too strong and we need to use a weaker Wasserstein metric to obtain sharp error bounds as well as rely on the distributional parameters to vary with the sample size at an appropriate rate. The latter condition however implies that the continuous intensity of the approximating Poisson process also depends on $n$. By imposing conditions on the parameters we are able to show that the approximation by a further Poisson process with a continuous intensity no longer varying with $n$ will not add errors of a bigger order to the final error bound.
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Abstract
The Generalized Pareto distribution has played a fundamental role in Extreme Value Theory ([1], [2] and e.g. [3] for possible extension to multivariate theory). We present a generalization of this concept for extremes in function space. We call this generalization the ‘Generalized Pareto Process’, a concept to formalize in agreement with some desirable properties. We present ways to construct it and characterize its domain of attraction.
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Investigating the interplay of excess kurtosis and tail events in financial series
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Abstract
The well established fat tail issue of financial returns is routinely supported by high values of the conventional kurtosis statistic [2]. Based on fourth powers of the observations, the measure is however unable to discriminate between heavy tailed distributions as d.g.p. or simply the presence of a few extremes in the sample ([3]).

For this reason, we suggest alternative measures of right and left kurtosis which are less sensitive to outlying observations and are consistent with common risk perceptions of investors and risk managers. Based on a recent interpretation of kurtosis as inequality at either side of the median ([4]), the new measures $R(D)$ and $R(S)$ presume a partial ordering of distributions induced by nested kurtosis curves and are easily computed by Gini indices in both symmetric and asymmetric contexts ([1]).

Using the theory of L-statistics, we construct consistent estimators of the new measures in the i.i.d. case and prove their asymptotic normality under minimal assumptions on the underlying distribution. While the sampling variance of the conventional kurtosis coefficient is related to the population moment of order eight, the new measures can be appropriately estimated under the milder requirement that second moments are finite. In addition to an explicit formula for the asymptotic variance, we estimate the latter by nonparametric and bootstrap techniques. Extensive Monte Carlo simulations are designed to compare the traditional kurtosis measure with its right and left counterparts in finite samples.

For purposes of financial applications, the interplay of kurtosis and clustering in the volatility dynamics needs to be considered. Consequently, we first fit ARMA-GARCH models to several series of daily stock market returns by QML techniques. The kurtosis curves and related measures $R(D)$ and $R(S)$ are then estimated on standardized residuals. While the stylized facts about excess kurtosis in financial series may have been accepted too readily, the new approach provides a deeper insight into the interplay of peakedness, tail events and right/left excess kurtosis.
On double exceedances of stationary Gaussian processes
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Abstract
We investigate the clustering of double exceedances of stationary Gaussian processes $X(t)$, $t \in [0,T]$. Exceedances over identical levels have been analyzed thoroughly in [1]. Based on these results, we consider the case with two different thresholds. Applications of such a setup will be particularly interesting in climate sciences, e.g. earthquakes which are of different strength. Exceedances over different thresholds which are separated by at least a time lag $\varepsilon$ are considered. We assume that the correlation function has the following properties:

\[ r(t) = 1 - |t|^\alpha + o(|t|) \quad \text{as} \quad t \to 0, \]
\[ r(t) < 1 \quad \forall \ t > 0, \]

with $\alpha \in (0, 2)$. Additionally, we assume that in the interval $[\varepsilon, T]$ there exists only one point of maximal correlation $t_m$, being an interior point of the interval, and that $r$ is twice continuously differentiable in a neighborhood of $t_m$. Furthermore, the relationship between the two thresholds $u$ and $v$ is the following: $v = c \cdot u$ with $c \in (r(t_m), 1)$. With these assumptions, the following probability of a cluster of $\varepsilon$-separated exceedances can be derived exactly where the levels to be exceeded by the extreme events tend to $\infty$:

\[ P(u,c; \varepsilon, T) = P(\exists(s,t) : s,t \in [0,T], |t - s| \geq \varepsilon, X(s) > v, X(t) > u). \]

The shape of the excursion sets depends on the behavior of the conditional mean $E(X(t) \mid X(0) = u, X(t_m) = v)$, a function defined by $u, c$ and the correlation function $r$. We will discuss some examples to indicate the pattern of exceedances depending on the given correlation function.

References
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Abstract
In the last decade spatial extreme problems have received more and more attention [4, 2, 1, 7]. Max-stable processes [3] are processes which naturally extend the multivariate extreme value properties to spatial data [10, 9, 5]. A natural and effective framework for the parametric inference for these models could be the likelihood, but the joint distribution of the observation is generally unavailable. Recently, composite likelihood methods have been proposed in order to circumvent this problem [7]. In that paper the spatial max-stable model is estimated using a composition of bivariate distributions of block maxima over a given period of time.

However it is well known that modelling only block maxima wastes a lot of information if other data on extremes are available. In this regard a statistical inference based on exceedances over a high threshold could be more effective.

In the talk we introduce composite likelihoods (CLs) based on two distinct models of the bivariate threshold exceedances. The first model [6] is an approximation of the bivariate distribution over the region where both exceedances are positive. The second model [8] uses the conditional distribution of the exceedances given that at least one is positive.

We compare the relative merits of both CLs through a simulation study where strong, moderate and weak extremal spatial dependencies are taken into accounts.
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Asymptotic comparison at optimal levels of reduced-bias EVI-estimators
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Abstract

We are interested in the asymptotic comparison, at optimal levels, of a set of semi-parametric reduced-bias extreme value index (EVI) estimators, valid for a wide class of heavy-tailed models, underlying the available data. For heavy-tailed models in the domain attraction for maxima of an extreme value distribution $EV_s(x) = \exp(-(1 + \gamma x)^{-1/\gamma})$, $x > -1/\gamma$, $\gamma > 0$, with $\gamma$ the EVI, the classical EVI-estimators are the Hill estimators (Hill, 1975), which are the average of the scaled log-spacings as well as of the log-excesses, given by $U_i := i(\ln X_{n-i+1:n} - \ln X_{n-i:n})$ and $V_i := \ln X_{n-i+1:n} - \ln X_{n-k:n}$, $1 \leq i \leq k < n$, respectively. But the Hill EVI-estimators have often a strong asymptotic bias for moderate up to large values of $k$. Consequently, the adequate accommodation of the bias of Hill’s estimators has been extensively addressed in recent years by several authors. We mention the pioneering papers by Beirlant et al. (1999) and Feuerverger and Hall (1999), among others. In all these papers, authors are led to second-order reduced-bias EVI-estimators, with asymptotic variances larger than or equal to $(\gamma (1 - \rho)/\rho)^2$, the minimal asymptotic variance of an “asymptotically unbiased” estimator in Drees’ class of functionals, where $\rho < 0$ is a “shape” second-order parameter ruling the rate of convergence of the normalized sequence of maximum values towards the limiting extreme value random variable (r.v.). Recently, Caeiro et al. (2005) and Gomes et al. (2008), among others, considered, in different ways, the problem of corrected-bias EVI-estimation, being able to reduce the bias without increasing the asymptotic variance, which was shown to be kept at the value $\gamma^2$, the asymptotic variance of Hill’s estimator, the maximum likelihood estimator of $\gamma$ for an underlying Pareto distribution. Those estimators, called minimum-variance reduced-bias (MVRB) EVI-estimators, are all based on an adequate external estimation of a pair of second-order parameters, $(\beta, \rho) \in (\mathbb{R}, \mathbb{R}^-)$, done through estimators denoted $(\hat{\beta}, \hat{\rho})$, and outperform the classical estimators for all $k$. We shall here consider a set of MVRB statistics, denoted generally $UH_{\hat{\beta}, \hat{\rho}}(k)$, with $UH$ standing for unbiased Hill. We shall also consider, similarly to what has been done in Beirlant et al. (1999), among others, the statistics

$$UH^*_\hat{\beta}(k) := UH_{\beta(k, \rho), \hat{\beta}}(k),$$

(3)

with an asymptotic variance that is no longer $\gamma^2$ but $\gamma^2(1 - \rho)^2/\rho^2 > \gamma^2$ for every $\rho$. As mentioned before, in the $UH_{\beta, \rho}(k)$ and $UH^*_\hat{\beta}(k)$ classes, $(\hat{\beta}, \hat{\rho})$ or $\hat{\rho}$, respectively, need to be adequate consistent estimators of the second-order parameters, if we want to keep the same properties of $UH_{\beta, \rho}(k)$ or $UH^*_\hat{\beta}(k)$, the associated r.v.’s. A third possibility is to estimate both the scale and shape second-order parameters at the same leke $k$, used for the estimation of $\gamma$, like in Feuerverger and Hall (1999), also among others. We could then work with statistics of the type,

$$UH^{**}(k) := UH_{\hat{\beta}(k, \hat{\rho}(k)), \hat{\rho}(k)}(k),$$

(4)

with an asymptotic variance surely larger than $\gamma^2(1 - \rho)^2/\rho^2$, for every $\rho$. We shall here consider the estimator in Feuerverger and Hall (1999), denoted $FH^{**}(k)$, as an illustration of estimators of the type of the ones in (4). We shall compare asymptotically, at optimal levels, the above mentioned set of MVRB statistics, denoted generically $UH(k)$, the reduced-bias statistics $UH^{**}(k)$, in (3) (assuming thus that $\beta$ and $\rho$ are known or adequately estimated) and the $FH^{**}(k)$-statistics, as illustrative of reduced-bias EVI-estimators associated with an “internal” estimation of second-order parameters, like the ones in (4). Again, as in the classical case, there is not any estimator that can always dominate the alternatives, but interesting clear-cut patterns are found. Consequently, and in practice, a suitable choice of a set of EVI-estimators will jointly enable us to better estimate the EVI, the primary parameter of extreme events.
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Abstract

Ledford and Tawn [3] introduced a flexible bivariate tail model based on the coefficient of tail dependence and on the dependence of the extreme values of the random variables. In this paper, we extend the concept by specifying the slowly varying part of the model as done by Hall [2] with the univariate case. Based on Beirlant et al. [1], we propose a bias-reduced estimator for the coefficient of tail dependence and for the estimation of small tail probabilities. We discuss the properties of these estimators via simulations and a real-life example. Furthermore, we discuss some theoretical asymptotic aspects of this approach.
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Lifting wind storms
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Abstract

In view of establishing a novel method for determining hydraulic boundary conditions Deltares is planning to use wind data not only from a single source but over a wide area as input. These (artificial) wind field data should be used to gain insight on how a severe storm behaves (over time and space), one that is so severe that it is not expected to show up in the data. The idea is that extreme value theory can help to perform this task.

The above is a simplification of the problem as stated in Deltares report 1202120-001-HYE-0002 but it may capture the essence of the problem.

A method is proposed to produce these extreme storms not by estimating the structure of the limiting max-stable process but by ”lifting” less extreme storms.

Products in conditional extreme value model

Rajat S. Hazra – Indian Statistical Institute, Kolkata, India
Email: rajaitemaths@gmail.com
Co-author: Krishan Maulik
Abstract
Classical multivariate extreme value theory tries to capture the extremal dependence between the components under a multivariate domain of attraction condition and it requires each of the components to be in domain of attraction of a univariate extreme value distribution as well. Multivariate extreme value (MEV) model has a rich theory but has some limitations as it fails to capture the dependence structure in presence of asymptotic independence. A different approach to MEV was given by [1], where they examined MEV distributions by conditioning on one of the components to be extreme. Here we assume one of the components to be in Fréchet or Weibull domain of attraction and study the behavior of the product of the components under this conditional extreme value model.
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Abstract
We introduce the distribution function $G$ of a continuous max-stable process on $[0, 1]$ (cf. [2]) and it is shown that $G$ can be represented via a norm on functional space, called $D$-norm. This is in complete accordance with the multivariate case and leads to a functional domain of attraction approach for stochastic processes, which is more general than the usual one based on weak convergence, cf. [3], [4].

This framework leads to a natural definition of functional generalized Pareto distributions (GPD) $W$ in $C[0, 1]$, which satisfy $W = 1 + \log(G)$ in their upper tails. Moreover, we characterize the functional domain of attraction condition for copula processes in terms of tail equivalence with a functional GPD and introduce $\delta$-neighborhoods of a functional GPD. It is shown that these are characterized by a polynomial rate of convergence of functional extremes, which all is in great analogy with the well-known finite-dimensional case (cf. [1]).

References

An Efficient Estimation Method for Risk Models
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Abstract
The extreme value distributions are Pareto type distributions which have many applications in risk analysis, survival analysis and queueing networks ([1]). There is difficulty in the inference of the Pareto distribution which has infinite moments in the heavy tailed situation. This paper studies the truncated Pareto distribution to avoid this difficulty. We also propose an optimal weighted estimation method for the truncated Pareto distribution. For the new estimator, an exact efficiency function relative to the classical estimators, and its properties, are derived. $L_1$-optimal weights and $L_2$-optimal weights are also proposed. Monte Carlo simulation results confirm the theoretical conclusions. The new estimation method has been applied to analyze hurricane and forest fire loss data. These studies show that the new estimation method is more efficient relative to existing methods, and fits data well in risk analysis.
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On the shape of excursions of Gaussian processes
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Abstract
We investigate the shape of excursions above a high level \( u \) by a stationary Gaussian process \( X(t) \). Typically the excursions of the process \( X(t) \) above a large value \( u \) are rather short and tend to 0 as \( u \) tends to \( \infty \). We call such a case a cluster of excursions since the path may cross the level \( u \) many times. The probability of such excursion events can be accurately approximated for large \( u \), as is well-known.

However, the length of excursions can be much larger if one conditions on two clusters of excursions which are separated in time by a positive time lag, not depending on \( u \). Under certain assumptions on the correlation function of the process, the asymptotic behavior of the probability of such a pattern of clusters of exceedances is derived exactly where the level \( u \) tends to \( \infty \) (see [1]). The shape of such excursions is quite interesting and does depend on the conditioned mean and covariances of the underlying process.

We focus on the shape of paths in-between the two clusters or after one such cluster. The paths vary slightly around a deterministic trend. In addition, the probability of such events can be determined asymptotically exact for \( u \to \infty \).
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Abstract
We analyze multivariate random difference equations (RDEs), which are of the form

\[ Y_t = A_t Y_{t-1} + B_t, \quad t \in \mathbb{N}, \]

for \( Y_t \in \mathbb{R}^d \), where \( A_t \) are random \( \mathbb{R}^{d \times d} \)-matrices and \( B_t \) are random \( \mathbb{R}^d \)-vectors. We assume that \((A_t, B_t)_{t \in \mathbb{N}}\) are i.i.d. and independent of \( Y_0 \).

In a seminal paper [3], Kesten derived conditions for \((A_1, B_1)\) (mainly for the case of non-negative entries of \( A_1 \) and \( B_1 \)) which guarantee the existence of a stationary solution \((Y_t)_{t \in \mathbb{N}_0}\) to (5). Furthermore, he derived a property of the stationary distribution which could later be shown to imply multivariate regular variation, cf. [1]. Now, an important characteristic for the extremal behavior of the process \((Y_t)_{t \in \mathbb{N}_0}\) is given by the index of regular variation \( \kappa > 0 \), which satisfies

\[ \lim_{y \to \infty} \frac{P(\|Y_t\| > xy)}{P(\|Y_t\| > y)} = x^{-\kappa} \]

for all \( x > 0 \) and an arbitrary norm \( \| \cdot \| \) on \( \mathbb{R}^d \). However, for most cases and especially for higher-dimensional matrices, the formula for the derivation of \( \kappa \) which is stated in [3], namely that \( \kappa > 0 \) is the unique solution to

\[ 0 = \lim_{n \to \infty} \frac{1}{n} \ln E\|A_n \cdot \ldots \cdot A_1\|_{op}^\kappa, \]

where \( \| \cdot \|_{op} \) denotes the operator norm, is not analytically solvable. This instance is especially problematic since \( \kappa \) is not only of interest in itself but needed for many further derivations and simulations of the extremal behavior of a stationary solution to (5). We will make use of a characteristic of \( \kappa \) that is introduced quite implicitly in [3] and which does not involve a limit but a certain spectral measure \( \nu_\kappa \) on \( S_+^{d-1} = \{ x \in \mathbb{R}^d_+ : \| x \| = 1 \} \) which satisfies

\[ \int_{S_+^{d-1}} E \left[ \|A_1 x\|^\kappa f \left( \frac{A_1 x}{\|A_1 x\|} \right) \right] \nu_\kappa(dx) = \int_{S_+^{d-1}} f(x) \nu_\kappa(dx) \]

for all continuous functions \( f \) on \( S_+^{d-1} \). We propose a numerical algorithm which allows us to approximate \( \nu_\kappa \) and thereby evaluate \( \kappa \).

The talk is based on [2].
Asymptotic behaviour of a test of no breaks versus fixed number of breaks
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Abstract
A sequence of independent random variables \( X_i \), \( i = 1, \ldots, n \), is observed. We test the null hypothesis \( H_0 \) claiming that all observations are identically distributed with the same mean value \( \mu \):

\[ H_0 : X_i = \mu + e_i, \quad i = 1, \ldots, n, \]

against the alternative that there exists at least one and at most \( d \) breaks in the mean (at unknown positions):

\[ A_d : \text{there exist} \ 1 < n_1 < n_2 < \cdots < n_d < n \ \text{satisfying} \ n_1 \geq \epsilon n, n_2 - n_1 \geq \epsilon n, \ldots, n - n_d \geq \epsilon n \]

\[ X_i = \mu_1 + e_i, \quad i = 1, \ldots, n_1, \]

\[ X_i = \mu_2 + e_i, \quad i = n_1 + 1, \ldots, n_2, \ldots, \]

\[ X_i = \mu_{d+1} + e_i, \quad i = n_d + 1, \ldots, n, \]

such that \( \mu_{j0} \neq \mu_{j0+1} \) for some \( 1 \leq j_0 \leq d \). The \( \{e_i\} \) are i.i.d. satisfying \( E e_i = 0, E e_i^2 = 1 \) and \( E |e_i|^{2+\Delta} < \infty \).

Under \( H_0 \) the test statistic that is based on the standardized differences of least squares estimates of \( \{\mu_j\} \) converges in distribution to a maximum of a \( \chi^2 \)-process (see [1]):

\[
\max_{0 < t_1 < t_2 < \cdots < t_{d+1} = 1} \frac{X_1^2(t) + \ldots X_d^2(t)}{\sqrt{t_{i+1} t_i (t_{i+1} - t_i)}} = \frac{1}{t_{i+1} t_i (t_{i+1} - t_i)} (t_i W(t_{i+1}) - t_{i+1} W(t_i)).
\]

where

\[
X_i(t) = \frac{1}{\sqrt{t_{i+1} t_i (t_{i+1} - t_i)}} (t_i W(t_{i+1}) - t_{i+1} W(t_i)).
\]

The approximate critical values may be obtained from the approximation of the exceedance probability (see [2] and [3]):

\[
P \left( \max_{0 < t_1 < t_2 < \cdots < t_{d+1} = 1} \frac{X_1^2(t) + \ldots X_d^2(t)}{\sqrt{t_{i+1} t_i (t_{i+1} - t_i)}} > u^2 \right) \sim \frac{1}{\pi^{(d+1)/2}} I_d u^{3d-1} (1 - \Phi(u)) \quad \text{as} \quad u \to \infty.
\]

An explicit expression for the constant \( I_d \) may be applied to obtain values of \( I_d \) for \( d \) small.
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Abstract
The analysis of spatial extremes requires the joint modeling of a spatial process at a large number of stations. Multivariate extreme value theory can be used to model the joint extremal behavior of environmental data such as precipitation, snow depths or daily temperatures. Max-stable processes are the natural generalization of extremal dependence structures to infinite dimensions arising from the extension of multivariate extreme value theory. However, there have been few or no works on the threshold approach of max-stable processes.
Padoan, Ribatet and Sisson [1] proposed the maximum composite likelihood approach for fitting max-stable processes to avoid the complexity and unavailability of the multivariate density function. We propose the threshold version of max-stable process estimation and we apply the pairwise composite likelihood method to it. We assume a strict form of condition, so called the second-order regular variation condition, for the distribution satisfying the domain of attraction. It is well known that the condition was used to prove the asymptotic properties of estimators in univariate threshold approach (see Smith [2]) and the second-order condition was studied for bivariate extremes by de Haan and Ferreira [3]. To obtain the limit behavior, we also consider the increasing domain structure with stochastic sampling design based on the setting and conditions in Lahiri [4] and we then establish consistency and asymptotic normality of the estimator for dependence parameter in the threshold method of max-stable processes. The method is studied by simulation and illustrated by the application of temperature data in North Carolina, United States.
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Abstract
Reliable design and assessment of marine structures requires estimation of both marginal and joint characteristics of extreme ocean environments. The conditional extremes model of Heffernan and Tawn [1] motivates a particular parametric model for the distribution of variables given a large value of a conditioning variate, for suitably transformed variables. In this work, we extend the conditional extremes approach to incorporate covariate effects in both marginal and conditional extremes. The smoothness of marginal and conditional extremes model parameters with covariate is regulated by roughness-penalised maximum likelihood (see, e.g., [2]). The approach is applied to the estimation of extreme quantiles of ocean storm severity and conditional values of wave peak periods given storm wave direction, for a number of ocean locations, extending [3].
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Extreme value statistics of wind speed data by the ACER method
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Abstract
The paper concentrates on the application of a method that appears to be uniquely appropriate for predicting extreme wind speeds. Standard methods for estimating extreme wind speeds from observed data series are commonly based on assuming either that episodical extreme values are Gumbel distributed or by adopting a peaks over threshold (POT) approach, assuming that the exceedances above high thresholds follow a generalized Pareto distribution. A weakness of these approaches is that they depend on adopting asymptotic distributions. However, it is hard to fully verify the applicability or correctness of such procedures. An alternative method for predicting extreme wind speeds that avoids invoking the ultimate asymptotic distributions, but rather try to capture the sub-asymptotic behavior of extreme value data has been developed by Naess and Gaidai [2]. This approach has been used in this work and seems to be the appropriate way to deal with the recorded data time series of, for example, the hourly largest wind speeds observed at a given location.
Assume that the observed data $X_1, \ldots, X_N$ are allocated to the discrete times $t_1, \ldots, t_N$. In general, these data may be strongly dependent. Our goal is to accurately determine the distribution function of the extreme value $M_N = \max\{X_j; j = 1, \ldots, N\}$. Specifically, we want to estimate $P(\eta) = \Pr(M_N \leq \eta) = \Pr(X_1 \leq \eta, \ldots, X_N \leq \eta)$ accurately for large values of $\eta$. The joint distribution function on the right hand side of this equation cannot in general be estimated directly from the data. However, this problem can be solved in practice by introducing a cascade of conditioning approximations $P_k(\eta)$ of $P(\eta)$, where $P_k(\eta) \rightarrow P(\eta)$ as $k$ increases, and $P_k(\eta) \approx \exp\left(-\sum_{j=1}^{N-k} \alpha_{kj}(\eta)\right)$, for $N \geq 1$ and $k = 1, 2, \ldots$, where $\alpha_{kj}(\eta) = \Pr(X_j > \eta | X_{j-1} \leq \eta, \ldots, X_{j-k} \leq \eta)$.

For the empirical estimation of the quantities in the $P_k(\eta)$, average conditional exceedance rates (ACER) are introduced as follows, $\varepsilon_k(\eta) = \sum_{j=1}^{N-k} \alpha_{kj}(\eta)/(N-k+1)$. Estimation of the ACER function $\varepsilon_k(\eta)$ proceeds by counting the total number of favorable incidents, that is, exceedances conditioned on the requisite number of preceding non-exceedances, for the total data time series.

For the prediction problem, it is argued in [1] that the ACER functions can be represented in the tail as $\varepsilon_k(\eta) \approx q_k\exp\{-a_k(\eta - b_k)t^\epsilon\}, \eta \geq \eta_1$, where $a_k, b_k, c_k$ and $q_k$ are suitable constants, that in general will be dependent on $k$. The optimal values of the parameters are obtained by optimizing the fit on the log level by minimizing a mean square error function. Note that the values $c_k = q_k = 1$ correspond to the Gumbel asymptotic form.

Wind speed data, measured at Sula and Torsvåg Fyr weather stations in Norway, were analyzed to obtain numerical results. Hourly maximum wind gust speeds were recorded during 12 years 1998-2010 at the first station and 13 years 1997-2010 at the second.

For the analysis of the data with the ACER method, $\varepsilon_k(\eta)$ for $k = 1, \ldots, 5$ were chosen for both stations. As expected, it was revealed that there is significant dependence between the data. However, this dependence is largely accounted for by $k = 2$; and for $k \geq 5$ full convergence has been achieved for all practical purposes.

Optimal curve fitting and estimation of 100-year return period values were achieved for both stations. In the table 100-year return period values are listed together with 95% confidence intervals.

<table>
<thead>
<tr>
<th></th>
<th>Sula</th>
<th>Torsvåg</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>$\eta_{100}$, m/s</td>
<td>95% CI($\eta_{100}$), m/s</td>
</tr>
<tr>
<td>1</td>
<td>45.27</td>
<td>(42.68, 47.32)</td>
</tr>
<tr>
<td>2</td>
<td>46.10</td>
<td>(43.58, 48.60)</td>
</tr>
<tr>
<td>3</td>
<td>47.11</td>
<td>(44.27, 50.27)</td>
</tr>
<tr>
<td>4</td>
<td>47.28</td>
<td>(44.35, 50.21)</td>
</tr>
<tr>
<td>5</td>
<td>47.30</td>
<td>(44.35, 50.00)</td>
</tr>
</tbody>
</table>

The new ACER method offers a unique approach to the prediction of extreme wind speeds. The converged empirical ACER functions provide an estimate of the exact extreme value distribution inherent in the data. It has been observed that the ACER method seems to give consistent and accurate results compared with e.g. the POT method. The ACER method appears to be quite robust with respect to the choice of parameter values. Even if the parameter values may deviate somewhat from the optimal values, the obtained predictions are still good. Under the premise that the estimated ACER function can be used to make extreme value predictions, another advantage of the proposed ACER method over the POT method is also the lack of sensitivity to outliers.
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Abstract
The maximal correlation between two random variables $X$ and $Y$ was defined by Gebelein in [3] as the supremum of $E[\psi(X)\phi(Y)]$ over functions $\psi$ and $\phi$ satisfying $E[\psi(X)] = E[\phi(Y)] = 0$ and $E[\psi^2(X)] = E[\phi^2(Y)] = 1$. Given a sample from a joint distribution, the maximal correlation (as well as the optimal functions $\psi$ and $\phi$) can be estimated via the ACE algorithm introduced in [1]; see also [2]. In this talk, we will define a version of maximal correlation for bivariate extremal dependence, which depends on the random variables only via their copula, and discuss its estimation using an appropriate modification of the ACE algorithm.
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Multi–element generalized Polynomial Chaos for Extreme Quantile Estimation
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Abstract

The estimation of extreme quantile is a challenging numerical topic and has received a considerable amount of attention in many research disciplines. In the context of this paper, we wish to evaluate the α–quantile, $Y_\alpha$, of the solution of a numerical function, $f(\xi)$, whose input, $\xi$, is a multi–dimensional random vector. Monte Carlo (MC) method and its variants are the traditional approach for quantile approximation but large number of MC samples are needed to accurately determine extreme quantiles. Therefore, it may not be practical in cases where the numerical function is computational costly to evaluate. Importance sampling (IS) reduces the numerical cost by concentrating MC samples near design points, i.e. input values associated with the quantiles; however, determining the new IS distribution can be costly. Within the context of structural reliability, First-Order Reliability Method (FORM) and Second-Order Reliability Method (SORM) have been developed to estimate quantiles but the methods are accurate only for moderate quantiles and the error is difficult to estimate [1].

In the current study, we investigate the quantile estimation by multi–element generalized Polynomial Chaos (gPC) metamodels. gPC is a generalization of the original Homogeneous Chaos introduced by Wiener [2] and it is an expansion of the function solution with multivariate orthogonal polynomials, i.e.

$$f_r(\xi) = \sum_{m=0}^{M} f_m \phi_m(\xi),$$

where $r$ denotes that the function is a metamodel and $\phi_m(\xi)$ is an orthogonal polynomial whose weight function is similar to the pdf of $\xi$. The original Wiener polynomial chaos used the Hermite polynomials in terms of the Gaussian random variables [2]. The coefficients of expansion $f_m$ are determined through a collocation method where the Galerkin projection of $f_r(\xi)$ with respect to $\phi_m(\xi)$ is approximated with numerical quadrature. The gPC has recently been applied to many uncertainty quantification studies [3, 4]. From the spectral gPC metamodel, different statistical measures such as mean, variance and sensitivity indices can be readily computed [5]. Function evaluation on the gPC metamodel can be considered as essentially free; thus, large number of MC samples from the metamodel can be used to estimate the $Y_\alpha$, for moderate $\alpha$.

As the gPC metamodels are expansions about the means of the inputs, their accuracy may worsen away from these mean values where the extreme events may occur. By increasing the quadrature accuracy, we may eventually improve accuracy of the quantile but it can be very expensive. Thus, a multi–element approach is used by combining the global metamodel with supplementary local metamodels centered at the design points. The design point can be sought by solving a minimum constraint problem where the limit–state function is the feasibility surface, $f(\xi) = Y_\alpha$, and the objective function is the Euclidean norm of $\xi$. It is solved with the Lagrange multiplier algorithm where the gPC metamodel is used in the limit–state function.

Supplemental local refinement metamodels are constructed in a bounded domain centered on the design point. To improve the accuracy and to minimize the sampling cost, sparse–tensor and anisotropic quadratures are tested in addition to the full–tensor Gauss quadrature in the computation of local metamodel. The global and local metamodels are combined in the multi–element gPC (MEgPC) approach for extreme quantile estimation. After the MEgPC quantile estimation approach is validated with some test functions, it is applied to estimation extreme quantiles in the context of a flooding model, a General Circulation Model for precipitation prediction and a turbulence model. It is shown that MEgPC can be more accurate than MC or IS for extreme quantile estimations for input dimensions less than $N = 5$ to $N = 7$.
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Abstract

Estimation of conditional quantiles at very high or low tails is of interest in numerous applications such as climate studies, finance and economics, medical cost studies, studies of infant birthweights. Quantile regression provides a convenient and direct tool to assess the impact of covariates at different tails of the response distribution. However, due to lack of information in the tail areas, estimations from quantile regression are often not precise at tails especially for heavy-tailed distributions.

In this paper, we develop two new estimation methods for high conditional quantiles based on the extreme value theory. The new methods operate by first estimating the intermediate conditional quantiles using quantile regression, and then extrapolating these estimates to the high tails using different assumptions on the tail behavior. We rigorously establish the asymptotic properties of the proposed conditional quantile estimators and the associated tail index estimators. Compared to the conventional quantile regression, the proposed extrapolation methods demonstrate higher accuracy in a simulation study, and they lead to more insightful estimation of high conditional quantiles of precipitation in a downscaling analysis of daily precipitation in Chicago urban area.
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Asymptotic Approximations of Integrals of Gaussian Random Fields
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Abstract

In this talk, we present asymptotic approximations of $P(\int_T e^{f(t)} dt > u)$ as $u \to \infty$ for a smooth Gaussian random field, $f$, living on a $d$-dimensional compact set $T$. The results for the homogeneous cases are provided by [1]. Further results when $f$ has a spatially varying mean are given in [2]. From a theoretical point of view, this analysis is a generalization of the study of the probability $P(\sup_T f(t) > u)$. From an application point view, the integral of exponent of Gaussian random field is an important random variable for many generic models in spatial point processes, portfolio risk analysis, asset pricing, material failure theory, and so forth.

The analysis technique consists of two steps: 1. evaluate the tail probability $P(\int_\Xi e^{f(t)} dt > u)$ over a small domain $\Xi$ depending on $u$, where $\text{mes}(\Xi) \to 0$ as $b \to \infty$ and $\text{mes}(\cdot)$ is the Lebesgue measure; 2. with $\Xi$ appropriately chosen, we show that $P(\int_T e^{f(t)} dt > b) = (1 + o(1))\text{mes}(T)\text{mes}^{-1}(\Xi)P(\int_\Xi e^{f(t)} dt > u)$.
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Abstract
This talk comprises a series of results on the extremal behaviour of portfolio losses in multivariate regularly varying models. Asymptotic distributions of extreme portfolio losses are characterized by a functional of the portfolio weights and the intrinsic parameters of the multivariate regular variation, given by the tail index and the spectral measure.

Existence, uniqueness, and location of the optimal portfolio are analysed and applied to risk minimization. The analysis of the optimization problem shows that the asymptotic portfolio risk is a convex function of the portfolio vector if the tail index is higher than or equal to 1. On the other hand, if the components of the multivariate regularly varying vector are non-negative and the tail index is lower than 1, the asymptotic portfolio risk is concave.

Estimation of the asymptotic portfolio risk factor in the i.i.d. setting is approached by a semiparametric method. Strong consistency and asymptotic normality are established as a functional law of large numbers and a functional central limit theorem. The estimated portfolio risk factor converges uniformly on compact portfolio sets.

To compare the diversification effects across different models, the notion of asymptotic portfolio loss ordering is introduced. The initial definition is stated in terms of uniform ordering of asymptotic portfolio losses for all portfolios with non-negative weights. Under the assumption of multivariate regular variation this ordering has equivalent criteria in terms of marginal distributions and spectral measures. These results are applied to copula models and to the characterization of the worst and the best dependence structures for the diversification of multivariate regularly varying risks.
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Abstract
We are interested in the problem of fitting the joint distribution of bivariate observations exceeding high thresholds. To this end, we develop a two-dimensional extension of the POT method, mainly based on a version of the Pickands-Balkema-de Haan Theorem in dimension 2. This extension allows to consider a two-dimensional structure of dependence between both continuous random components X and Y. The modelling of this dependence is done via a copula C, which is supposed to be unknown. Asymptotic dependence as well as asymptotic independence are considered.

Starting from the work by Juri and Wüthrich ([4]) and Charpentier and Juri ([2]), we construct a two-dimensional tail estimator and study its asymptotic properties. A parameter that describes the nature of the tail dependence is also introduced and estimated. We also present real data examples which illustrate our theoretical results.

Modeling the dependence by using copulas leads to exploit the one dimensional generalized Pareto distribution of the excesses of the marginal laws. Using directly the multivariate generalized Pareto distribution developed by Falk and Reiss ([3]) and Rootzen and Tajvidi ([5]) could be another attempt to estimating the bivariate tail distribution. Nevertheless, estimation of the scaling parameters of the multivariate generalized Pareto distribution have to be addressed first. The model proposed by Ledford and Tawn provides a way to take into account the dependence structure in the tail (see [1] for a recent work). We propose an alternative model based on regularity conditions of the copula and on the explicit description and estimation of the dependence structure in the joint tail.
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Abstract

For a decade, a broad consensus has emerged in favor of a general methodology for determining extreme values of environmental data. Roughly speaking, this methodology consists in the five following steps. First, an independent and identically distributed (i.i.d.) sample is extracted from the raw time series. For this purpose, the time series is homogenized in order to identify the different populations it may contain, then declustering is applied with a Peaks-Over-Threshold (POT) approach to extract the independent extreme data from these homogeneous sub-samples. Second, a statistically meaningful threshold is set, usually by theoretical properties of the Generalized Pareto Distribution (GPD). Third, a two-parameter GPD is fit to the threshold excesses using the Maximum Likelihood Estimator (MLE). Fourth, quantiles (return values) are calculated for the return periods of interest (assuming the number of events per year is a Poisson process). Fifth, confidence intervals are computed.

This methodology, often referred to as the GPD-Poisson model, has sound theoretical justifications (see for instance [1]). The GPD is the asymptotic law for the threshold excesses. As for the MLE, it is particularly valued by statisticians for its asymptotic properties: consistency, efficiency, asymptotic normality, and hence is widely used among analysts.

However, we wish to discuss in this communication two questionable points of this methodology: one concerning the general form of the GPD-Poisson model itself, the other one concerning the estimation techniques.

First, one should keep in mind that the GPD is an asymptotic law, meaning that it is an approximation of the true law of excesses over a threshold valid only when this threshold is high enough. Consequently, if the asymptotic domain is not reached, other distributions may fit the data better. As presented in [2], we extend the univariate and stationary GPD-Poisson model by fitting two additional distributions (namely the Weibull and Gamma distributions), though others could of course be tested. Objective criteria are then used to select the best-fitting law.

Such a multi-distribution approach is useful for analysts and/or engineers who wish to cover a wide range of situations and is justified since the GPD is outperformed in several practical cases.

Second, MLE exhibits strange behavior when the threshold is allowed to vary between two consecutive data values [3]: the estimated parameters of the distribution (scale and shape) and consequently the estimated quantiles do not remain constant. Thus, a slight translation of the sample leads to a significant change in the estimation, although the sample size remains identical. This phenomenon is particularly noteworthy for the Weibull and Gamma distributions, but also exists for the GPD. For the former distributions, the likelihood tends to infinity in many cases when the threshold tends to the open upper bound of its interval of validity, i.e. the first data. For the latter, the maximum of the likelihood is reached at this open upper bound, but with a non-nil derivate. Still, it must be kept in mind that the asymptotic properties of the MLE are valid only when the maximum is reached on an interior point of an open set [4].

Furthermore, resampling techniques from real extreme data show that when MLE is applied to 2-parameter GPD, the empirical density (histogram) of estimated parameters exhibits 2 or 3 peaks, resulting in many peaks in the density of quantiles.

Actually, the widely spread 2-parameter GPD-Poisson model makes a confusion between the threshold, whose role should be limited to data selection/censorship, and the location parameter, whose role is to accurately set the origin of the distributions. Hence it is necessary to fit 3-parameter distributions and MLE must be rejected since it is not valid in many practical cases. We use the L-moments estimator [5] which allows a proper estimation of the three parameters for the studied distributions. This estimator is unbiased, although its variance is still significant.

In conclusion: i) a multi-distribution approach to POT methods is recommended since in practical applications it is unsure whether the asymptotic domain for the GPD is reached; ii) we strongly favor including a location parameter, clearly distinct from the threshold, in the distributions for extreme values, and iii) MLE should not be used without a close examination of its validity conditions. Our tests with real environmental data (extreme wave heights for the design of coastal structures) show that in this case, MLE should be rejected whereas the 3-parameter L-moments estimator behaves well.
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Limit theorems for coupon collector’s problem and generalized Pareto distributions
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Abstract
Limit theorems for waiting times that arise in coupon collector’s problem will be presented. New results that give connection with generalized Pareto distributions are also included.
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Estimation of parameters of extreme events for randomly censored data
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Abstract
In Statistics of Extremes we deal essentially with the estimation of parameters of extreme or even rare events. The most common assumption on any set of univariate data, \((X_1, X_2, \ldots, X_n)\), is to consider them as a complete sample of size \(n\), with observations either independent and identically distributed or weakly dependent and stationary, from an unknown distribution function \(F = F_X\). There is a large variety of parameters of extreme events, but in all applications of extreme value theory (EVT), the estimation of the extreme value index (EVI), denoted \(\gamma\), is of primordial importance and the basis for the estimation of all other parameters of extreme events. Among the most relevant parameters of extreme events, and assuming that we are interested in large values, i.e., in the right tail of the underlying model \(F\), we mention:

- the probability of exceedance of a high level \(x \equiv x_H\), \(p_x := \mathbb{P}(X > x) = 1 - F(x)\),
- the return period of a high level \(x\), which is given by \(r_x := 1/(1 - F(x))\), in an i.i.d. scheme,
- the right endpoint of an underlying model \(F\), \(x^* \equiv x^F := \sup\{x : F(x) < 1\}\), and
- a high quantile of probability \(1 - p\), \(p\) small, situated in the border or even beyond the range of the available data, defined as \(x_{1-p} := \inf\{x : F(x) \geq 1 - p\} =: F^{-1}(1 - p)\), \(p < 1/n\).

But in many real situations, censored observations can occur. For example,

- in the analysis of lifetime data or reliability data,
- in the analysis of some physical phenomena such as wind speeds, earthquake intensities or floods, where extreme measurements are sometimes not available due to damage in the instruments.

We shall give here special attention to the estimation of the extreme value index \(\gamma\), under random censorship, where apart from two recent papers by Einmahl et al. (2008) and Gomes and Neves (2010), there is only, as far as we know, a brief reference to the topic in Reiss and Thomas (1997, Section 6.1) and a paper by Beirlant et al. (2007). We first provide a few details on the EVI and max-domains of attraction. Next, we introduce a set of semi-parametric EVI estimators, valid for complete samples, providing some details on their asymptotic non-degenerate behaviour, and we illustrate the effect of random censorship on the EVI of the potential, non-available sample \(\mathbf{X} = (X_1, \ldots, X_n)\). This is done in order to motivate the functional expression of the EVI estimators for randomly censored data. Indeed, if we are under a random censor scheme, any of the common EVI estimators needs to be slightly modified in order to be consistent. We shall also present the results of a small-scale Monte-Carlo simulation devised to obtain the behaviour of the EVI-estimators under study. Finally, we illustrate the behaviour of the same EVI-estimators for a few sets of survival data, available in Klein and Moeschberger (2005).
Dense classes of multivariate max stable distributions
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Abstract

Our goal is to describe flexible max-stable models in high dimensions. The first class is the max stable distributions with discrete angular measures. It is tractable in all dimensions, with simple exact methods to simulate and compute the distribution function. The second class is max stable models with piecewise polynomial density for the angular measure. Currently, these are only accessible in two dimensions. A third class of models is the family of generalized asymmetric logistic models. We detail the connection between this class of models and the closely related class of generalized stable mixtures. It is shown that all three classes are dense in the space of max stable models.
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Conditional sampling for mixed moving maxima on the real axis
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Abstract

Max-stable processes are frequently used for modelling extreme events with spatial or temporal dependencies. In this context the question of conditional sampling and prediction turns out to be a challenging problem. Recently, an exact algorithm for the max-linear model

\[ X_i = \max_j a_{i,j} Z_j, \quad Z_j \text{ i.i.d. Fréchet}, \]

has been introduced [5].

Here, we consider the class of stationary max-stable processes which allow for a mixed moving maxima representation, see [3], i.e.

\[ Z(t) = \max_{(s,u) \in \Pi} u F_{s,u}(t-s), \quad t \in \mathbb{R}^d, \]

where \( \Pi \) is a Poisson point process on \( \mathbb{R}^d \times (0, \infty) \) with intensity measure \( ds \times u^{-2} du \), and \( F_{s,u} \) are independent copies of a random measurable “shape function” \( F : \mathbb{R}^d \to (0, \infty) \).

We develop an exact procedure for conditional sampling using of the Poisson point process structure. Since explicit calculations turn out to be quite sophisticated, we restrict ourselves to the case where \( d = 1 \) and use a finite number of shape functions satisfying some regularity conditions. For more general shape functions approximation techniques using MCMC methods are presented.

Our algorithm is applied to the Gaussian extreme value process where the shape function is the Gaussian density ([4]) and, secondly, to a Brown-Resnick process with a mixed moving maxima representation [1], [2]. Finally, we compare our computational results to other approaches including the algorithm of [5].
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Abstract

Modelling the extreme behaviour of random spatial phenomena is indispensable for the management of risks related to climate and environment. Phenomena of interest include precipitation, snowfall, storm tides/surges, wind and temperatures. Max-stable fields arise as limits of adequately normalised iid sequences of spatial processes and thus are obvious candidates for the modelisation of spatial dependence between extreme events. We recall some of their properties, the current principal inferential methods and some common models, see for example [1], [2] and [3]. We propose new inferential approaches to characterize the extremal dependence structure, based on the so-called spectral measure of the bivariate distributions for site pairs. In particular, a novel graphical tool and a threshold-based (composite) likelihood approach are presented.
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Abstract

Stochastic simulation provides a tool to study the occurrence of hazards potentially penalizing for industrial activities. Extreme low or extreme high temperatures are one of those hazards regarding electricity production and consumption. A methodology is thus proposed to simulate observed daily minimum or maximum temperature series. In a first step, the observed temperature is analyzed in order to remove low frequency processes, like trends and seasonality. The non parametric LOESS technique is used to derive trends in mean and variance, and a modified cross-validation technique is proposed to select the smooth parameter. Then, seasonality of the mean and variance of the detrended reduced variable is computed and removed. The remaining process is checked regarding possible remaining trends or seasonality in different moments, as well as in its extremes. Finally, a diffusion process is designed to simulate it in the best way, especially regarding extreme events. Examples will be given for temperature series in Europe or in the United States.
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Abstract
When modelling the extremal properties of a given phenomenon is needed, two main approaches are under statistical interest: modelling the maxima over a large block of consecutive observations or modelling the excesses over a high threshold.

The first approach, denoted as the ‘block maxima’ method relies on results that describe the acceptable distributions for the maximum of a random variable. The main drawback of this approach is the waste of data induced by taking the maximum over a large block (e.g. a year). Hence another approach, denoted POT for Peaks Over Threshold, consists in taking into account any value that is high enough to lie in the tail of the distribution, i.e that exceeds a sufficiently high threshold.

A specific problem related to the POT approach is that consecutive data are dependent. Indeed, every data that exceeds a threshold has to be taken into account, but it is very likely that clusters of consecutive excess are being observed, even more if the time-lag between observations is smaller than the characteristic duration of an extremal event. This is a real problem since the theory only deals with independent observations and forgetting this dependence leads to under- or over-estimation of the extremes and despite its importance, this fact is often forgotten in applications. To deal with this dependence, two main approaches are now well-developed: declustering and markov-chains models. The first scheme is based on a probabilistic result stated by Leadbetter and well explained by Coles [1], Chapter 5: the extremes of a dependant stationary sequence show clusters of consecutive large values, and there exists a parameter, named the extremal index which summarize this dependence and is found to be, under some assumptions, the reciprocal of the mean cluster size. This result induces a filtering of the dependent observations to obtain nearly independent excesses: once the clusters are identified, the parameters can be estimated thanks to the maxima over the clusters and the clusters length.

As seen above, two specific problems arise: first, a definition of a cluster of consecutive exceedances is needed, and this scheme leads to a waste of data, since only maxima within each clusters are used to estimate the parameters. Hence another approach is to keep all excess but with the introduction of an appropriate dependence structure. This has been used with a first-order Markov-chain by Smith [4, 5] with tools to compute several features of the fitted model. More recently, Ribatet [3] applied this approach to several flood characteristic along with diagnostic tools.

The present study takes place within the latter framework. The idea guiding this work was the modelling of extremes of the significant wave height along satellite tracks: indeed, those data exhibits a complex structure, both in space and time, in addition to the presence of missing values along a track. It may thus be quite difficult to apply the usual declustering since identifying clusters when there is missing values might be a hard task. The need for extension come from the irregular time sampling on the data: the complex repartition of the satellite induce a complex recurrence time of passage at a given location, hence there is no natural time-lag between consecutive points, and a markovian structure is quite inadequate. So extensions of the aforementioned method to this irregular sampling in time will be under study in this talk. The main idea is to approximate the data above a threshold by a censored max-stable process, whereas previous works used a bivariate extreme value distribution. Based on work of Padoan [2], an estimation procedure is provided thanks to a composite likelihood method. Performance of this new estimator will be assessed both on synthetic data and on significant wave height data that comes from buoy and from numerical models.
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Abstract
This talk concerns the statistical inference for the upper tail of the conditional distribution of a response variable $Y$ given a covariate $X = x$ based on $n$ random vectors within the parametric extreme value framework. Pioneering work in this field was done by Smith [2] and Smith and Shively [3]. We propose to base the inference on a conditional distribution of the point process of exceedances given the point process of covariates. It is of importance that the conditional distribution merely depends on the conditional distribution of the response variable given the covariates. In the special case of Poisson processes such a result may be found in a book by Reiss [1]. Our results are valid within the broader model where the response variables are conditionally independent given the covariates.
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Abstract
Extreme value analysis is one of the cornerstones of hazard quantification and risk assessment. Its basic objective is to estimate the distribution of some environmental variable $X$, e.g. annual maximum of the areal rainfall over some catchment, annual maximum flood, etc. This distribution can be used to estimate the exceedance probability of a given value of $X$ (often expressed in terms of return period), or alternatively, to estimate the $p$-quantile of $X$. The estimation of quantiles is of primary importance since they are used to design civil engineering structures (e.g. dams, reservoirs, bridges) or to map hazard-prone areas where restrictions may be enforced (e.g. building restrictions in flood zones).

Extreme value analysis has been the subject of extensive research, yielding an abundance of approaches. In Hydrology, several families of methods exist, including (but not limited to):

- Standard application of extreme value theory (EVT), i.e. estimation of an extreme value distribution based on a sample of block maxima or peaks over a high threshold
- Climate/Weather-informed application of EVT. This family of methods uses additional meteorological (e.g., weather type, [1]) or climatic (e.g. Interdecadal Pacific Oscillation IPO, [2]) information.
- Regional approaches, conjointly using data from several sites to perform the inference, which may improve the precision of estimates.
- Model-based approaches, using a simulation model reproducing the main characteristics of the environmental variable (e.g. [3]).

In practice, users and practitioners of extreme value analyses may feel lost facing such an abundance of methods. Consequently, it is necessary to provide them with practical guidelines to choose and implement adequate methods, depending on the conditions of application (e.g. availability of long series, geographical area, type of hydrological regime, etc.).

This presentation describes a methodological framework to perform a data-based comparison of competing approaches for predicting extremes. This framework is based on the following principles:

- The objective is to assess the predictive performance of competing methods (as opposed to standard goodness-of-fit evaluations). This requires decomposing the available dataset into estimation / validation sub-samples.
- Reliably quantifying uncertainties is recognized as a primary objective, and the issue of scrutinizing uncertainty estimates is discussed. To this aim, we make use of predictive distributions for extremes, obtained by integrating out parameter uncertainty. Such predictive distributions are standard in a Bayesian context [4] but can also be derived in a frequentist context [5].
Reliability indices are derived in order to compare the performances of competing methods on an objective basis.

In a second step, this framework is used to perform a thorough comparison between approaches currently used in France for extreme prediction. The comparison is based on an extensive dataset of long series of rainfall and runoff (about 40-50 years of daily data), available for hundreds of sites over France. Results demonstrate the ability of the comparison framework to distinguish between "good" and "bad" approaches, and yield valuable insights into the optimal ambit of each approach.
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Abstract
This paper develops methods to handle false rejections in high-throughput screening experiments. The setting is very highly multiple testing problems where testing is done at extreme significance levels and with low degrees of freedom, and where the true null distribution may differ from the theoretical one. We show that the conditional distribution of the number of false positives, given that there is in all \( r \) positives, approximately has a binomial distribution, and develop efficient and accurate methods to estimate its success probability parameter. Furthermore we provide efficient and accurate methods for estimation of the true null distribution resulting from a preprocessing method, and techniques to compare it with the theoretical null distribution. Extreme Value Statistics provides the natural analysis tools, a simple polynomial model for the tail of the distribution of p-values. We provide asymptotics which motivate this model, exhibit properties of estimators of the parameters of the model, and point to model checking tools, both for independent data and for dependent data. The methods are tried out on two large scale genomic studies and on an fMRI brain scan experiment. A software implementation, SmartTail, may be downloaded from the web.
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Abstract
Ergodic properties of stochastic processes play a very important role in the investigation of their extremal behaviors (e.g., estimation of ruin probability, large deviations, etc.). In this work, we establish characterization results for ergodicity of symmetric \( \alpha \)-stable (SoS) stationary random fields. We first show that the result of Samorodnitsky [1] remains valid in the multiparameter setting, i.e., a stationary SoS \((0 < \alpha < 2)\) random field is ergodic (or equivalently, weakly mixing) if and only if it is generated by a null group action. We also give a criterion for ergodicity of these random fields which is valid for all dimensions and new even in the one-dimensional case. The similarity of the spectral representations for sum- and max-stable random fields yields parallel characterization results in the max-stable setting.
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Abstract
In 2008, Girard and Jacob [1] presented a new method to estimate the frontier of a multidimensional sample. This method relies on a kernel regression on high order moments of the data, and was further used by the same authors in [2] to develop local polynomial estimators of a frontier. Using this approach, we present a new way to estimate the endpoint of a unidimensional sample when the distribution function belongs to the Weibull domain of attraction. The estimator is based on computing high order empirical moments of the variable of interest. Contrary to most popular methods, this one is not threshold-based. It is assumed that the order of the moments goes to infinity, and provided a second-order assumption holds, we give conditions on its rate of divergence to get the asymptotic normality of the estimator. The good performance of the estimator is illustrated on some finite sample situations.
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Abstract
Even if a lot of analyses, often based on last solar cycle data have been done to preserve the integrity of navigation systems such as Satellite Based Augmentation System (SBAS) or Ground Based Augmentation System (GBAS) in case of ionosphere severe storm threat, the in place integrity preservation means have often a drawback in the continuity availability domain. In order to be able to assess the continuity (and availability) risk that can be caused by such ionosphere severe storm, CNES has on one hand, contracted a study led by TASF and supported by IMT (Institute of Mathematics in Toulouse) to assess the occurrence risk of severe/extreme ionosphere storms taking into account the solar cycle profile and based on innovative statistical methods and has on an other hand, established a classical risk by using a min, max, average approach along a solar cycle based on several solar cycle information. In addition to that and in order to support different other activities, CNES has already analysed different historical data sets of solar activity indices and the resulting earth geomagnetism/ionosphere activities over a period covering several solar cycles. This includes the SSN, 10.7cm flux, Dst, Kp and Ap indexes, going back to as far as 1932 for those available, and an assessment of the relationships between these different indexes. Looking into the future, several predictions of the new solar cycle activity are also available, for example from the Marshall Space Flight Centre. Among all the analyses indices, the Ap index (daily or 3 hours), measuring the earth geomagnetism/ionosphere activities and the monthly SSN measuring the solar activity have been used in this ionosphere storm risk occurrence assessment work. More in details, the innovative statistical methods were based on rare event theory, firstly by a global and simple approach over the 80 years, considering a stationary system and resulting in an average risk. This approach is de facto not satisfactory due the evident dependence between geomagnetic/ionosphere activity and solar one that is a cyclic system. So, secondly a different approach, the Cox Model (Proportional Hazard Model with Time-Dependent Covariates), better known in the epidemiology and medical treatment domain has been experienced. Basically, the Cox model provides an estimate of the treatment effect on survival after adjustment for other explanatory variables. It allows to estimate the hazard (or risk) of death, or other event of interest, for individuals, given their prognostic variables. Our interest was driven by the proportional hazards assumption. this assumption is that covariates multiply hazard. In other terms, the hazard function for an observation depends on the values of the covariates and the value of the baseline hazard. Given two observations with particular values for the covariates, the ratio of the estimated hazards over time will be constant - hence the name of the method: the proportional hazard model as in the Cox model [1]. This gives an example on non-stationary extreme model
that is different from that of [2]. The validity of this assumption may often be questionable. Nevertheless, the covariate influence create a relative risk that is constant in regards to the reference and this risk can be expressed exponentially as a function of a linear covariates combination. In our approach one of these covariates is a solar activity index. The baseline hazard is estimated by a kernel-smoothing estimator and the coefficients of the covariate by maximum likelihood. After having determine the different parameters of our Cox model and having at disposal some predictions for the new solar cycle, it is then possible to extrapolate the ionosphere severe storm occurrence risk over the new solar cycle and to introduce it in a system continuity risk assessment. The classical method was just based for each solar cycle on a counting year per year of the number of days in regards to a daily Ap ionosphere activity ranking and then to determine the min, max, average values year per year having at our disposal seven complete solar cycles in the analysed dataset.

The paper will present a brief overview of relations between solar events, earth geomagnetism and ionosphere status the data sets that were used in our analyses the different approach to determine an ionosphere severe storm risk of occurrence a focus on our Cox model with its current description, the estimation process and questions that are still open for future work and the already achieved results and comparison between them.
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A Bayesian analysis of extreme precipitation in Mediterranean France using non-stationary GEV models
Xun Sun – Cemagref Lyon, France
Email: xun.sun@cemagref.fr

Abstract
Extreme value theory becomes increasingly important for hydrologists in order to assess the hazard related to extreme rainfall and flooding. The annual maximum daily precipitation at one site is often modelled with a GEV distribution[1]. The objective of the present study is to describe the extreme rainfall in French Mediterranean region with different covariate models[2]. 92 precipitation gauges within this region are utilized. Based on different covariates (like time, weather type and climate indices) and regression models (e.g. linearity on location parameter, scale parameter or both), several non-stationary GEV models are constructed. The Bayesian approach and the Markov chain Monte Carlo (MCMC) methods are used to infer the posterior parameter distributions[3], to assess uncertainties and to examine the performance of different probability models. Moreover, the predictive distributions are computed to make predictions on future observations. Due to the limited information content of at-site data, the identification of at-site non-stationary models becomes challenging. The construction of a general modelling framework for regional non-stationary models will thus be discussed.
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Extremes of locally self-similar Gaussian processes
Kamil Tabiś – University of Wroclaw, Poland
Email: kamil.Tabis@math.uni.wroc.pl
Co-author: Krzysztof Dębicki

Abstract
Pickands’ double-sum method allows us to obtain exact asymptotics for the supremum distribution of Gaussian processes ([1], [2]). The classical application of this method is based on the use of stationary or locally stationary structure of the analyzed process \( X(\cdot) \), i.e. the assumption that

\[
\text{Var}(X(t) - X(s)) = \text{Const} \cdot |t-s|^{\alpha}(1 + o(1)) \quad \text{as} \quad t, s \to t^* ,
\]
for some $\alpha \in (0, 2]$, where $t^*$ is a point in which variance function of $X(\cdot)$ attains its maximum.

In the talk we focus on the exact asymptotics of supremum distribution of Gaussian processes such that

$$\text{Var}(X(t) - X(s)) = \text{Const} \cdot \text{Var}(Y(t) - Y(s))(1 + o(1)) \quad \text{as} \quad t, s \to t^*,$$

where $Y(\cdot)$ is a self-similar Gaussian process (with not necessarily stationary increments).

We will point out difficulties of the application of the double-sum method to our problem and we present a new approach, that allows us to determine the exact asymptotics of $P\left(\sup_{t \in [0, T]} X(t) > u\right)$ as $u \to \infty$. In the obtained asymptotics there appear new analogous of Pickands’ constants with interesting properties. The theory will be illustrated by some examples.
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Copula, EVT and DCC-MGARCH: an application to portfolio optimization

Tahar Tayachi – University of Monastir, Tunisia
Email: tahar_tayachi@yahoo.fr
Co-author: Fathi Abid

Abstract
Portfolio selection based on Mean-Variance approach used financial data, generally characterized by stylized facts: departure from normality, asymmetry, volatility clustering and fat tails. In a risk management framework, an investor can underestimates risk and results become inefficacy. Evolution of statistics and computer sciences can improve portfolio selection process by taking into account these stylized facts. We propose, in this paper, an alternative to Markowitz’s portfolio selection by introducing recent technologies recommended by Basle II. First DCC-MGARCH is used to time series and second Extreme Value Theory to assess fat tails. Third, Copula theory is applied to measure non linear dependence between extreme risks and finally, Monte Carlo simulation is used to simulate returns in order to minimize CVaR of a portfolio of financial assets. We applied this approach to a portfolio of three assets and results, compared to classical model, confirm the necessity of recent technologies to risk management.
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Probabilistic wind gust forecasting using non-homogeneous Gaussian regression

Thordis L. Thorarinsdottir – Heidelberg University, Germany
Email: thordis@uni-heidelberg.de
Co-author: Matthew S. Johnson

Abstract
Skillful probabilistic forecasts for wind speed and wind gust are called for both in specialized weather related risk estimation and in every-day situations in aviation, agriculture, and energy production. Probabilistic forecasts are usually obtained with statistical post-processing of an ensemble and recently, an ensemble post-processing method for wind speed based on non-homogeneous Gaussian regression (NGR) has been proposed [1]. However, this method does not apply directly to wind gust as gust speed forecasts are not a standard output from numerical weather prediction models. We propose a solution to this, where we combine the NGR probabilistic forecasts for wind speed with a gust factor to obtain a probabilistic forecast for wind gust at a very low additional computational cost. We apply our framework to 48-hour ahead forecasts of wind speed over the North American Pacific Northwest obtained from the University of Washington mesoscale ensemble. The resulting density forecasts for gust speed are calibrated and sharp and offer substantial improvement in predictive performance over the raw ensemble multiplied with a gust factor or climatological reference forecasts.
A characterization of extreme precipitation in the Mediterranean region

Andrea TORETI – Department of Geography, Climatology, Climate Dynamics and Climate Change, Justus-Liebig University of Giessen, Giessen, Germany and Institute of Geography, Climatology and Meteorology, University of Bern, Bern, Switzerland
Email: andrea.toreti@giub.unibe.ch
Co-authors: E. Xoplaki and J. Luterbacher

Abstract

The Mediterranean region has been considered a hot-spot of climate change [1] that is (and will be more) vulnerable and exposed, especially to climate extreme events, such as heat waves and flood events. Therefore, a characterization of extreme precipitation by using observations and global/regional climate models is essential. In this frame, a set of more than 400 daily precipitation series (mostly covering the period 1950-2006) has been collected and quality checked. Then, extended winter (October to March) precipitations have been analyzed by applying a procedure based on a declustered Peak Over Threshold approach and a recently developed minimum density power divergence estimator [2]. Results reveal remarkable spatial differences, in terms of the parameters of the extreme distributions. Besides observations, a new set of climate runs, carried out in the framework of the EU-FP6 ‘Climate Change and Impact Research: the Mediterranean Environment’ CIRCE project by using innovative high resolution global/regional climate models, has been analyzed.
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Multivariate tail probability representations

Jennifer L. WADSWORTH – Lancaster University, UK
Email: j.wadsworth@lancaster.ac.uk
Co-author: Jonathan A. Tawn

Abstract

Existing theory for multivariate extreme values focuses upon characterisations of the distributional tails when all components of a random vector grow at the same rate (for example as presented in [1], [2]). In this talk we consider the effect of allowing the components to grow at different rates, and characterise the link between these marginal growth rates and the multivariate tail probability decay rate. The approach leads to some theoretical results which, for asymptotically independent random vectors, mirror the rich variety of descriptions of max-stable dependence which are available through the exponent measure. In addition we describe a simple inferential approach to joint survivor probability estimation. The key feature of the methodology is that extreme set probabilities can be estimated by extrapolating upon rays emanating from the origin when the margins of the variables are exponential. This offers an appreciable improvement over existing techniques where extrapolation in exponential margins is upon lines parallel to the diagonal.
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Conditional sampling for spectrally discrete max-stable random fields

Yizao WANG – University of Michigan, Ann Arbor, USA
Email: yizwang@umich.edu
Co-author: Stilian A. Stoeg
Abstract
Max-stable random fields play a central role in modeling extreme value phenomena. We will present an explicit formula for the conditional probability in general max-linear models, which include a large class of max-stable random fields. As a consequence, we obtain an algorithm for efficient and exact sampling from the conditional distributions. Our method provides a computational solution to the prediction problem for spectrally discrete max-stable random fields. This work offers new tools and a new perspective to many statistical inference problems for spatial extremes, arising in many applications.
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Empirical likelihood based confidence regions for first order parameters of heavy-tailed distributions

Rym Worms – LAMA (CNRS UMR 8050), University Paris-Est-Crétail, France
Email: rym.worms@tu-pec.fr
Co-author: Julien Worms

Abstract
Consider $X_1,\ldots,X_n$ some i.i.d. observations from a heavy tailed distribution $F$, i.e. such that the common distribution of the excesses $Y_1,\ldots,Y_n$ over a high threshold $u_n$ can be approximated by a Generalized Pareto Distribution $G_{\gamma_0,\sigma_{0n}}$ with $\gamma_0 > 0$. Well-known estimators for the couple $(\gamma_0,\sigma_{0n})$ are the maximum likelihood (ML) estimators of Smith and the probability weighted moments estimators of Hosking & Wallis. However the performance of the confidence regions (for the couple) which are issued from the asymptotic normality of these estimators has never been investigated.

In this work an alternative method is considered, namely the empirical likelihood (EL) method. An empirical likelihood (EL) methodology are expected, namely the avoidance of covariance estimation and the possibility of profiling the likelihood to the classical likelihood equations but possess good computational properties. By proceeding so, classical advantages of the ratio (ELR below) is constructed, starting from the less-known estimating equations proposed by Zhang in [3], which are close couple) which are issued from the asymptotic normality of these estimators has never been investigated.

The estimating equations of Zhang are based on the following function $g$ (where the constant $r < 0$ is arbitrary)

$$g(y,\gamma,\sigma) := \left( \log(1 + \gamma y/\sigma) - \gamma \right) / \left( 1 + \gamma y/\sigma \right)^r \Gamma(\gamma)$$

which, when $Z$ is $G_{\gamma,\sigma}$-distributed, satisfies $E[g(Z,\gamma,\sigma)] = 0$. Reminding that the excesses over the high threshold $u_n$ are denoted by $Y_1,\ldots,Y_n$ (where $N_n$ is therefore random and binomial distributed), the estimators $(\hat{\gamma},\hat{\sigma})$ resolving in $(\gamma,\sigma)$

$$\frac{1}{N_n} \sum_{i=1}^{N_n} g(Y_i,\gamma,\sigma) = 0$$

are shown to be always well-defined and computable, and therefore to maximize the empirical likelihood ratio

$$ELR(\gamma,\sigma) := \sup \left\{ \frac{N_n}{\prod_{i=1}^{N_n} (N_n p_i) } \mid \forall i, p_i \geq 0 \small{, N_n \sum_{i=1}^{N_n} p_i = 1} \text{ and } \sum_{i=1}^{N_n} p_i g(Y_i,\gamma,\sigma) = 0 \right\}$$

If $c_{k,\alpha}$ denotes the $(1 - \alpha)$-quantile of the $\chi^2(k)$ distribution, then a consequence of our asymptotic results is that the Wilks-type region

$$\mathcal{R} = \{ (\gamma,\sigma) \mid -2 \log ELR(\gamma,\sigma) \leq c_{2,\alpha} \}$$

defines a confidence region for $(\gamma_0,\sigma_{0n})$ with asymptotically correct level $1 - \alpha$, and

$$\mathcal{I} = \{ \gamma \mid -2 \log ELR(\gamma,\hat{\sigma}_{\gamma}) \leq c_{1,\alpha} \}$$

defines a confidence interval for $\gamma_0$ with asymptotically correct level $1 - \alpha$, where $\hat{\sigma}_{\gamma}$ designs the maximizer, in $\sigma$, of $ELR(\gamma,\sigma)$. Proof of these statements are based on the methodology developed in [2], with difficulties arising from the fact that the distribution of the excesses $Y_i$ depend on the sample size.

Simulations results will be presented, in order to show the performance, in terms of coverage probability: (i) of the confidence regions $\mathcal{R}$ w.r.t. those derived from the gaussian approximation of the ML estimators ; (ii) of the confidence intervals $\mathcal{I}$ for $\gamma$ w.r.t. those proposed by Lu & Peng in [1] by the EL methodology, and connected to the Hill estimator.
Systematic risk under extremely adverse market conditions

Chen Zhou – De Nederlandsche Bank and Erasmus University Rotterdam
Email: zhou@ese.eur.nl
Co-author: Maarten van Oordt

Abstract

Extreme losses are the major concern in risk management. The dependence between financial assets and the market portfolio changes under extremely adverse market conditions. We develop a measure of systematic tail risk, the tail regression beta, defined by an asset’s sensitivity to large negative market shocks, and establish the estimation methodology.

Building on extreme value theory, the estimator of the tail regression beta consists of the asymptotic dependence measure and the marginal risk measures. Theoretically, it has a similar structure as the estimator of the regular beta from regression analysis. Simulations show that our estimation methodology yields an estimator that has a lower mean squared error than performing regressions in the tail.

Empirical results based on analyzing 46 industrial portfolios demonstrate that the regular portfolio sensitivity to the systematic risk is in general different from the sensitivity to systematic risk in severe market downturns. Furthermore, the tail regression beta is a useful instrument in both portfolio risk management and systemic risk management. We demonstrate its applications in analyzing Value-at-Risk (VaR) and Conditional Value-at-Risk (CoVaR).
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